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Problem: Given a original news headline: What kind of simple replacement makes a news headline funny?
Idea: Learn a mapping from 4 simple features, a knowledge graph and word embeddings to a score between 0 — 3. Our proposed model combine the information from the three inputs to analyse a given headline.

Code: https://github.com/bachelorbois/HumorHeadlines
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